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                                                                                                                                                                Abstract:  

Nowadays, size of real world time series data sets can take trillion observations and even more. Data mining task is it to extract new 

meaningful information form this massive amount of data. Many techniques that are well known for data mining in cross sections have been 

implemented and developed; but time series data mining methods are not as established and satisfactory yet. Large times series also give 

arise to many problems like very high dimensionality and up to today, researchers haven't agreed on best practices in this regard. 

This research paper gives hybrid method for classification of large time series and the proposed problem.The positive results obtained by the 

designed classification framework for various performance measures indicate that the proposed methodology is useful to simplify the 

process of distance selection in time series clustering tasks. 
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1. INTRODUCTION:  

The task of Classifying time series for pattern discovery has an 

objective to find out a set of model patterns or profiles that 

represent as faithfully as possible the original data set, in a way 

that every independent vector of this original data can be 

considered as one of the models submitted to acceptable 

deviations or drifts, or an outlier at the most. The difference 

between time series and normal classification is that, in the time 

series case, the shape of input vectors entails features that are 

arranged in time. Hence, in univariate time series an input vector 

is usually the succession of values that a certain variable takes 

throughout a specific time scope. 

Classifying time series is of two types: (a) raw-data-based, where 

clustering is directly applied over time series vectors without any 

space-transformation previous to the clustering phase. Several 

works concerning each kind of time series clustering are referred 

to in detail in [2]. (b) feature-based or model-based, i.e., 

previously summarizing or transforming raw data by means of 

feature extraction or parametric models, e.g., dynamic regression, 

ARIMA, neural networks [1]; so the problem is moved to a space 

where clustering works more easily; Beyond the obvious loss of 

information due to feature-based or model-based techniques, they 

can also present additional drawbacks; for instance, the 

application-dependence of the feature selection, or problems 

associated to parametric modeling. On the other hand, 

characteristic drawbacks of raw-data-based approaches are: 

working with high-dimensional spaces (curse of dimensionality 

[3]), and being sensitive to noisy input data. 

 

SIMILARITY MEASURE: We consider similarity as the 

measure that establishes an absolute value of resemblance 

between two 

Vectors, in principle isolated from the rest of the vectors and 

without assessing the location inside the solution space. 

Considering continuous features, the most common metric is the 

Euclidean distance: 
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Note that Euclidean distance is invariant when dealing with 

changes in the order that timefields/features are presented; it 

means that it is in principle blind to capture vector or feature 

correlation.For time series data comparison, where trends and 

evolutions are intended to be evaluated, or when the shape 

formed by the ordered succession of features (i.e., the envelope) 

is relevant, similarity measures basedn Pearson’s correlation: 

 
It have also been widely utilized, although it is not free of 

distortions or problems [4]. 

 

2. PROPERTIES AND CHALLANGES OF  

TIME SERIES DATA: 

Before we come up with time series data mining methods, 

we itemize which problems need to be tackled. As a general rule, 

large time series come along with super-high dimensionality, 

noise along characteristic patterns, outliers and dynamism. 

Moreover, the most crucial challenge in time series data mining 

is the comparison of two or more time series which are shifted or 

scaled through time or in amplitude. The problems that need to 

be tackled in time series data mining arise from typical properties 

of large time series. Firstly, as one observation of a time series is 

viewed as one dimension, the dimensionality of large time series 

is typically very high. The visualization alone of time series 

which are larger than a several ten thousand observations can be 

challenging Lin et al. (2005). Working with super-high 

dimensional raw data can be very costly with respect to 

processing and storage costs. Therefore, a high level 

representation of the data or abstraction is required. Besides, the 

basic philosophy ofdata mining implies that avoiding a potential 

information loss by studying the raw data is not convenient and 

too slow. In the context of time series data mining, noise along 

characteristic patterns are additive white noise components [6]. 

Provided that we are interested in global characteristics, the time 

series data mining techniques need to be robust against noisy 

components. If such massive amounts of data are collected, the 

sensitivity towards 

Measurement errors and outliers can be high. At the same time, 

long time series enable us to better differentiate between outliers 

and rare outcomes. Rare outcomes which would be categorized 

as outliers in small subsamples help us to better understand 

heterogeneity. 

 

3. Method:  

Before jumping into actual data mining, it is essential to 

preprocess the data at hand. Firstly, large time series data is often 

very bulky. Thus, directly dealing with such data in its raw 

format is expensive with respect to processing and storage costs. 

Secondly, we are dealing with time series which are no more 

comprehensible with the unaided eye in its raw format. Therefore 

we beforehand reduce dimensionality or segment the time series 

and then index them. In the light of lacking natural clarity of the 

raw data, visualization techniques and tools for large time series 

emerged and are presented here. Moreover, similarity measures 

are the backbone of all data mining applications and need to be 

discussed. 

 

NON DATA ADAPTIVE REPRESENTATION 

TECHNIQUE: Non data adaptive representation techniques 

have always the same transformation parameters regardless the 

features of the data at hand. So, the transformation parameters 

are fixed a priori. One subgroup of non-data adaptive 

representation techniques are operating in the frequency domain. 

Their logic based on the basic idea of spectral decomposition: 

Any time series can be represented by a finite number of 

trigonometric functions. 

Generally speaking, operating in the frequency domain is valid as 

the Euclidean distances between two time series is the same in 

the time domain and in the frequency domain and hereby 

preserve distances.  

 

DATA ADAPTIVE REPRESENTATION 

TECHNIQUE: Data adaptive representation techniques are 

(more) sensitive to the nature of the data at hand. The 

transformation parameters are chosen depending on the available 

data and not a priori as for non-data adaptive techniques. 

However, almost all non-adaptive techniques can be turned into 

data adaptive approaches by adding data-sensitive proceeding 

schemes. 

 

4. PROPOSED METHOD FOR FEATURE 

SELECTION:  Feature selection is the process of 

selecting a subset of relevant features for use in model 

construction. The central assumption when using a 

feature selection technique is that the data contains 

many redundant or irrelevant features. Redundant 
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features are those which provide nomore information 

than the currently selected features, and irrelevant 

features provide no useful information in any context.  

 

 
Fig.1: Proposed Model 

Feature selection techniques are a subset of the more general 

field of feature extraction. Feature extraction creates new 

features from functions of the original features, whereas feature 

selection returns a subset of the features. Feature selection 

techniques are often used in domains where there are many 

features and comparatively few samples (or data points).The 

performance, robustness, and usefulness of classification 

algorithms are improved when relatively few features are 

involved in the classification. Thus, selecting relevant features 

for the construction of classifiers has received a great deal of 

attention. With the aim of choosing a subset of good features 

with respect to the target concepts, feature subset selection is an 

effective way for reducing dimensionality, removing irrelevant 

data, increasing learning accuracy, and improving result 

comprehensibility. 

 

RELIEF ALGORITHM: The Relief algorithm was 

first described by Kira and Rendell as a simple, fast, and 

effective approach to attribute weighing. The output of the 

Relief algorithm is a weight between −1 and 1 for each 

attribute, with more positive weights indicating more 

predictive attributes. The pseudo code for Relief is shown 

below. The weight of an attribute is updated iteratively as 

follows. A sample is selected from the data, and the nearest 

neighboring sample that belongs to the same class (nearest 

hit) and the nearest neighboring sample that belongs to the 

opposite class (nearest miss) are identified. A change in 

attribute value accompanied by a change in class leads up 

to weighting of the attribute based on the intuition that the 

attribute change could be responsible for the class change. 

On the other hand, a change in attribute value accompanied 

by no change in class leads to down weighting of the 

attribute based on the observation that the attribute change 

had no effect on the class. This procedure of updating the 

weight of the attribute is performed for a random set of 

samples in the data or for every sample in the data. The 

weight updates are then averaged so that the final weight is 

in the range [−1, 1]. The attribute weight estimated by 

Relief has a probabilistic interpretation. It is proportional to 

the difference between two conditional probabilities, 

namely, the probability of the attribute’s value being 

different conditioned on the given nearest miss and nearest 

hit respectively. 

 

CHAIN CLASSIFIER ALGORITHM: It involves 

Q-binary classifiers as in a BR method. It resolves the BR 

limitations, by taking into account the label correlation 

task. The classifiers are linked along a chain where each 

classifier deals with the BR problem associated with the 

label. Each link in the chain is expressed with the 0/1 label 

associations of all previous links. 

Proposed Algorithm steps are as follows: 

TRAINING(D = {(x1, y1), . . . , (xN , yN )}) 

1 for j = 1……….L 
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2 do �the j th binary transformation and training 

3 D’j ← {} 

4 for (x, y) ∈ D 

5 do x← [x1, . . . , xd , y1, . . . , yj−1] 

6 D’j ←D’j∪ (x’, yj) 

7  �train hj to predict binary relevance of yj 

7 hj: D’j → {0, 1} 

RANDOM K-LABEL PRUNED SET (RAkel): It 

constructs an ensemble of LP classifiers. It breaks the large label-

sets into m models or subsets, which are associated with random 

and small sized k-label-sets. It takes label correlation into 

account and also avoids LP's problems within the large number 

of distinct label-sets. Given a new instance, it queries models and 

finds the average of their decisions per label. Also, it uses the 

threshold value t to obtain the final prediction. The final decision 

is positive for a specific label if the average decision is greater 

than the given threshold t. Thus, this method provides more 

accuracy of results 

 

RAKEL ALGORITHM 

Input: Set of labels L of size M, training set D, label set size k 

Output: Number of models m, k-label sets Ri, corresponding LP 

classifiers hi 

m = [M/k] upper bound value 

for i=1 to m  

doRi= Null 

for j=1 to k  

do if L = Null then break; 

Zi randomly selected label from Li; 

RiRi U {Zi}; 

L  L\{Zj} 

Train an LP classifier hi based on D and Ri. 

 

5. IMPLEMENTATION AND 

EVALUATION: 
The experiments and results for the proposed classification and 

optimization based result are declared. Meka and Weka Tools are 

used for implementation. The Proposed Classification 

methodology has been developed for the training process.   First 

the datasets used for the evaluation is described and then a large 

training data set for train the proposed model. Finally the 

experimental results are presented and discussions about the 

performance of the methods are given.  

 

EXPLANATION OF DATASET: 

Data Set F L 

Experiment-1 4 3 

Experiment-2 103 14 

Experiment-3 71 6 

 

MODEL CHARACTERISTIC: 

CV Folds 10 

Threshold PCut1 

Verbosity 3 

Test File Experiment  test file 

 

PERFORMANCE MEASURE RESULT 

THROUGH BR AND PROPOSED 

METHODOLOGY: 

 

Performance 

Measure 
BR 

Proposed 

Method 

Hamming Score 57.8 61.8 

Exact Match 57.8 61.8 

Hamming Loss 42.2 38.2 

ZeroOne Loss 42.2 38.2 

Accuracy 57.8 61.8 
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PERFORMANCE MEASURE RESULT 

THROUGH CC AND PROPOSED 

METHODOLOGY: 

Performance 

Measure 

BR Classifier 

(%) 

Proposed Method 

(%) 

Hamming Score 73 73 

Exact Match 14.4 15.8 

Hamming Loss 27 27 

ZeroOne Loss 85.6 84.6 

Accuracy 42.2 43.1 

 

 
 

PERFORMANCE MEASURE RESULT 

THROUGH RAKEL AND PROPOSED 

METHODOLOGY: 

Performance 

Measure 

RAkel 

Classifier (%) 

Proposed Method 

(%) 

Hamming Score 73.5 73.1 

Exact Match 18.4 19.3 

Hamming Loss 26.5 26.3 

ZeroOne Loss 81.6 80.7 

Accuracy 48.7 49.3 

 
 

EXPERIMENT WITH LABEL BASED 

MEASURE: 

These measures are calculated for all labels by using two 

averaging operations, called macro-averaging and micro-

averaging. 

 

Experiment result with label measure of CC and RAkel classifier 

Performance 

Measure 

CC 

Classifier 

(%) 

Proposed 

Method 

RAkel 

Classifier 

(%) 

Proposed 

Method 

Precision 39.9 39.7 38.1 37.8 

F1-micro 53.9 54.2 56.1 56.4 

F1-macro 

(With 

example) 

51.3 51.8 55.1 55.2 
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6. CONCLUSION:  

In times where data or big data is labeled as the new natural 

resource of the century, the importance of data mining and 

according techniques is ever growing. The furious development 

of technology enables us to collect and store massive sized and 

complex data sets. Therefore, real world time series data sets can 

take a size up to a trillion observations and even more. The 

overall goal is to detect new information that is hidden in these 

massive data sets. This experiment gives an overview of the 

challenges of large time series and the proposed problem solving 

approaches from time series data mining community. 

In this paper, a multi-label classifier with attribute selection 

algorithm for improve the accuracy and decreasing the hamming 

loss value for better performance has been proposed for the time 

series databases. The classifier receives a set of characteristics 

that describe the database as input and returns the set of most 

suitable distance measures from a set of candidates. The positive 

results obtained in the experimentation for various multi-label 

classification performance measures demonstrate that this tool is 

useful to simplify the attribute selection process, crucial to the 

time series database classification task. An important by-product 

of this work is the introduction of the labeling process 

introduced. We believe that, a method of this type has not been 

proposed before. 
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